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Abstract
Large Language Models (LLMs) are increasingly used to generate natural language explanations in
recommender systems, offering the potential for adaptive, personalized, and interactive communication.
However, their ability to produce plausible yet inaccurate justifications poses a risk of misleading users at
scale. This paper examines the risk of misleading LLM-generated explanations, focusing on the interplay
between truthfulness and persuasiveness. We propose a clear terminology for categorizing misleading
explanations, differentiating between factual errors and unfaithful representations of the system’s
workings. Drawing on research from machine learning, human-computer interaction, and persuasive
communication, we identify key challenges in evaluating and mitigating misleading explanations. We
outline directions for future research, including the development of robust evaluation metrics and
methods for enhancing the factuality and faithfulness of LLM-generated explanations in recommender
systems.
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1. Introduction

Large Language Models (LLMs) are increasingly employed to generate explanations across
various domains. Their flexible Natural Language Processing (NLP) capabilities allow them
to enhance the intelligibility of complex outcomes. This is evident in applications such as
elucidating the reasoning behind medical diagnoses for patients [1] and translating technical
eXplainable AI (XAI) techniques, like SHapley Additive exPlanations (SHAP) values [2], into
layman’s terms [3]. Furthermore, LLMs enable novel forms of interaction between a user
and a digital system, for example, in conversational recommender systems (CRS) [4]. LLMs
present particularly promising avenues for explaining personalized recommendations made by
recommender systems (RS). This is largely due to their adaptability to diverse contexts, items,
and users. As the core purpose of RS lies in achieving scalable personalization [5], LLMs extend
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this capability by enabling the personalization of both content and writing style (including
tone of voice and complexity) at scale [6, 7]. However, because of their flexibility, adaptivity
and scalability, they come with novel risks. These range from over-personalisation [8] to
excessive energy consumption with significant environmental impact [9]. This paper focuses
on the risk of LLMs misleading users by generating inaccurate yet persuasive explanations for
personalized recommendations. We argue that this phenomenon poses a significant challenge
to the trustworthy deployment of LLMs in RS.

Moreover, this issue is becoming increasingly pressing as technical boundaries, for example,
cost and latency, to the ‘production readiness’ of LLM-generated explanations are being over-
come [10]. If their potential to mislead users is not addressed, it renders them unreliable from a
normative perspective [11], as user studies indicate that explanations have a large effect on the
item selections [12]. This concern is further compounded by other risk factors: RS rely heavily
on personalization, which significantly amplifies their persuasive power [13]. Additionally, RS
often employ complex algorithms which allow room for incompleteness or framing, making it
difficult to verify their factuality and faithfulness.

Judging precisely how much of a challenge this phenomenon poses is complicated by the
fact that earlier work on misleadingness of LLM-generated explanations is limited and spread
out over different fields, including machine learning (ML) [14], human-computer interaction
(HCI) [15], and computational language [4]. We contribute to the debate by bringing together
insights from these different fields and applying them to the context of RS.

In the remainder of this paper, we start with providing a precise description of the problem,
which brings us to our first argument and contribution; establishing a shared terminology
for this issue. We present the notion of broad truthfulness, consisting out of factuality and
faithfulness, as a necessary condition to avoid misleading explanations. We then relate broad
truthfulness to similar terms from the literature and ground the concept in a taxonomy of
explainable RS. Finally, we discuss what limited research has been done that touches upon
misleadingness, and outline directions for future research based on related literature from
different fields.

2. Problem Statement

We start by defining the problem of misleading LLM-generated explanations and its causes.
Importantly, we focus specifically on natural language explanations of personalized recommen-
dations –generated by LLMs– aimed at end users of any kind and designed to provide insights
into the algorithm’s functioning [16, 17, 18]. The explanations hereby answer one or more of the
following questions: WHY are these items recommended? and HOW does the algorithm work [19].
Less frequently, explanations may address questions like what if, why not, and how to [20, 18].
This specific focus enables a targeted analysis of the challenges in generating accurate and
trustworthy explanations for personalized natural language recommendations.

We argue that LLM-generated explanations are misleading when they are both inaccurate
and also persuasive. In the remainder of this Section, we describe precisely how, when and why
LLM-generated explanations meet these conditions and can thus mislead users. We begin by
demonstrating that LLMs frequently generate inaccuracies. Building on this, we argue that
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such inaccuracies have been shown to effectively persuade users into accepting suboptimal
recommendations. Finally, we discuss why misleading explanations are undesirable, examining
the issue from multiple perspectives.

2.1. LLMs Frequently Generate Plausible but Inaccurate Texts

While LLMs excel at producing plausible narratives that appear logical and believable, their
outputs often contain inaccuracies. These inaccuracies stem from various sources, including
hallucinations, bias and limitations in the attention mechanism.

Hallucinations appear as factual or contextual inaccuracies in LLM outputs caused by issues
with data, training or inference [21, 22]. These are difficult to solve entirely, since LLMs struggle
with recognizing their own knowledge boundaries, particularly in long-tail knowledge, recent
information, or copyright-sensitive content [21].

Bias is a related issue, which risks to reinforce echo chambers and marginalize minority
voices [23]. Bias can stem from imbalanced training data, but can also emerge during the LLM
alignment phase [23]. In the context of recommender systems, one example is the generation of
explanations that emphasize stereotypical male or female aspects based on the user’s gender [24].

Literature also highlights different limitations in the attention mechanism. Firstly, LLMs tend
to prioritize user utterances over broader context [4]. This is exemplified in the second example
depicted in Table 1, where a content-based movie CRS misidentifies key drivers due to its bias
towards a user’s latest input. Secondly, earlier context, such as a system prompt, previous
explanations, or information from a knowledge base, may be overlooked or forgotten [25].

2.2. Inaccurate Explanations are Likely to Mislead Users

Inaccurate explanations become misleading when they succeed in persuading the user to
accept a flawed recommendation. LLMs frequently employ confident and persuasive language,
by using linguistic techniques such as confidence manipulation, appeals to authority, and
selective presentation of evidence [26]. For example, Danry et al. [13] conducted an online
user study demonstrating that LLM-generated inaccurate explanations can be more persuasive
than accurate and honest ones. This effect is attributed to an LLM’s capability to produce
logically coherent justifications for incorrect information. While persuasion is not exclusive to
language models, LLMs excel at targeted personalization—an effective persuasion technique
[13]. Moreover, LLMs enable personalized persuasion on a larger scale and at a lower cost
[27, 28, 13]. Further research supports the effectiveness of LLM-generated texts, showing it can
surpass human-written content in persuasive [4, 29, 30] and misleading [31] communication.
Sadeghi et al. [15] highlight that persuasive explanations can foster unwarranted trust in
the system, increasing users’ confidence in the accuracy of incorrect predictions. Hence,
misleading explanations can effectively persuade users to accept recommendations, even if
those recommendations are not genuinely in their best interests [32, 33].

2.3. Misleading Explanations Lead to Undesirable Consequences

The persuasive power of misleading explanations presents a twofold danger. Firstly, it can foster
unfounded trust and an illusion of transparency regarding the system’s operation. In this way,
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large groups of users can be manipulated into consuming certain items under false pretenses.
Secondly, it risks exacerbating existing power imbalances between users and platform owners,
further tilting the scales in favor of the latter. Given that persuasion is often an important
objective in RS [34], ensuring the truthfulness of explanations becomes paramount to avoid
misleadingness. This is crucial from normative, practical, and regulatory perspectives.

Normatively, explanations in RS must be faithful, accurately reflecting underlying processes to
ensure fairness [35]. This requires transparent communication of algorithmic objectives [36, 37].
Even well-intentioned efforts like taste-broadening may be rejected if seen as manipulative or
imposing a contested notion of “fairness” [37].

Practically, while deceptive explanations might offer short-term benefits, they risk long-
term damage to the credibility of the system and the entities that use them. Conversely,
when users genuinely comprehend how a system operates, it leads to greater satisfaction and
trust [33, 37, 34, 38, 39]. Specifically for CRS, more credible explanations lead to a higher-quality
conversation context, which improves accuracy and persuasion [4].

From a regulatory standpoint, various guidelines and acts emphasize the importance of true
transparency in AI systems. The European ethics guidelines for trustworthy AI 1, DSA 2, the EU
AI Act [40] and the USA executive order on safe, secure and trustworthy AI 3 all highlight the
need for transparency and human oversight in the development and deployment of AI systems.

3. Building a Shared Terminology

3.1. Defining Misleadingness

In the problem statement, we defined “misleadingness” as the persuasive presentation of plau-
sible yet inaccurate information. However, this definition leaves the concept of “accuracy”
ambiguous. This lack of a precise definition has two negative consequences. Firstly, it hinders
collaboration among researchers and impedes the comparability of research findings. Sec-
ondly, as Lipton highlights, such “conceptual murkiness provides a real opportunity to mislead”
without accountability for platform owners or developers [41].

To address this ambiguity, we propose a formal definition of “broad truthfulness”, building
upon the work of Evans et al. [42, 27]. This clarifies the term “inaccurate explanations” as
referring to “explanations that do not comply with the requirements for broad truthfulness”. Our
definition of “broad truthfulness” encompasses two key dimensions: factuality and faithfulness.
Factuality specifically emphasizes the avoidance of falsehoods, aligning with what Evans
et al. term “narrow truthfulness”. Related terms found in the literature include “correctness”,
“veracity”, and “factfulness”.

In contrast, “broad truthfulness” extends beyond factuality to include the avoidance of both
outright falsehoods and an inaccurate framing which instills an incorrect mental model with the
user. This concept emphasizes informativeness and proper representation, ensuring explanations

1https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
2Article 27 of the regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a
Single Mark et For Digital Services and amending Directive 2000/31/EC (Digital Services Act), OJ L 277.

3https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-
and-trustworthy-development-and-use-of-artificial-intelligence/
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are not only factually accurate but also contextually relevant and sufficiently comprehensive.
We refer to this second component of “broad truthfulness” as faithfulness [43]: the congruence
between statements and the underlying beliefs or processes. Faithfulness can be further broken
down into “sincerity”, ensuring that explanations are consistent with the recommended actions,
and “transparency”, providing real insight into the system’s underlying mechanisms [44].
Faithfulness is however not equal to exhaustiveness. For example, explanations can simplify
the reasoning process by leaving out non-essential information.

3.2. Evaluating Misleadingness

To evaluate the misleadingness of explanations in a holistic manner, we adopt the four per-
spectives identified by Ge et al. [45] in their 2022 survey on explainable recommender systems.
These perspectives offer a comprehensive framework for analyzing the quality of explanations,
ensuring a nuanced assessment from multiple angles. Furthermore, these perspectives can
also be applied to assess the truthfulness of explanations. In this Section, we present these
perspectives and discuss their relevance to the concepts of factuality and faithfulness.

• Explanation Method: Explanations can be divided into model-intrinsic ones, which are
linked to the model’s internal framework, and model-agnostic ones, which are independent
of the model’s architecture [43]. The strategy for maintaining explanation factuality varies
with the RS type. With white-box models, whose internal processes are transparent,
model-intrinsic explainers utilize the system’s logic. This enables factual explanation
but may hinder system performance [43]. In contrast, black-box RS require model-
agnostic explanation methods, also called “justifications”. “Justifications” provide plausible
narratives based on the output, independent of the RS’s internal workings [46]. While
they offer valuable insights, it’s crucial to remember that they may contain factual errors
[26]. Therefore, they should faithfully communicate any uncertainties or approximations.
When an LLM is used for recommendation elicitation itself, it is debatable whether true
model-intrinsic explanations can be generated, although certain prompting methods
might provide some level of transparency, as discussed in Section 4.2.1, “Prompt-based
Mitigation”.

• Explanation Scope: The model’s decision-making rationale can be explained from a
global perspective, providing users with insights into the entire information flow and
decision processes of the model. Conversely, a local explanation scope focuses specifically
on the reasoning behind individual recommended items. Typically, natural language
explanations align more closely with a local explanation scope by focusing on why a
particular user got recommended a specific set of items. A local scope, while useful for
explaining individual recommendations, can sometimes omit crucial details about the
system’s overall functioning. This selective focus can lead to a myopic view of the situation
and potentially mislead users about the broader context. To ensure faithful explanations,
it is essential to clearly indicate the extent to which the explanation generalizes to the
entire system. If such generalizability cannot be guaranteed, it should not be implied. This
sincerity helps users to accurately interpret the explanation within the broader context
of the RS’s operation.
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Algorithm Misleading Explanation Inaccuracy Truthful Explanation

Collaborative
Filtering

"We recommend The Bourne Iden-
tity because it is an action movie
with a spy protagonist similar to
your preference for James Bond and
Mission Impossible."

Faithful "We recommend The Bourne Iden-
tity because users who liked action
movies with a spy protagonist like
James Bond and Mission Impossible
liked this too."

Content-
Based

"Based on your preference for
Casino Royale, I recommend The
Bourne Identity, because it is also
in Paris."

Factual "Based on your preference for
Casino Royale, I recommend The
Bourne Identity, because it’s also an
action-packed spy movie with A-list
actors."

Table 1
Two hypothetical examples illustrating the need for both factuality and faithfulness in explanations
provided by recommender systems.

• Affected User: This term was adapted from “benefited user” from Ge et al. [45]. We
prefer to use the term “affected user” as people can be affected by an explanation without
benefiting from it. Individuals impacted by explanations include the system owner, the
user, and the model designers, as highlighted by Chen et al. [47]. Other affected users may
be present, such as content providers on multi-sided platforms. Different users pursue
different “explanation goals” [48], necessitating distinct explanations [49]. System owners,
developers and item providers may have incentives to persuade and hence may be tempted
to not fully consider the potential misleadingness of an explanation, or in exceptional
cases, resort to outright deception. Moreover, users’ perceptions of explanations can
vary significantly and may not align with the objective characteristics of the system.
Knijnenburg and Willemsen present a framework to separate these Objective System
Aspects (OSA) from the Subjective System Aspects (SSA) [17]. By evaluating SSA with
relevant users before deployment to production, system developers can develop user
models that consider potential conflicts and synergies among stakeholders.

• Explanation Style: This dimension reflects the system’s assumed inputs and reasoning.
The explanation style can be case-based, collaborative-based, content-based, conversational,
or demographic-based. While the explanation style may align with the algorithm, a
recommendation can also be framed in a different one, for instance to make the system
look more advanced, or more privacy-friendly. Because of this potential to mislead, earlier
research highlights the importance of using an explanation style that matches the RS to
ensure faithfulness [50, 44]. To illustrate this, Table 1 presents a justification which is
not faithful by using a content-based explanation style, while a collaborative filtering
algorithm has been used.
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4. Future Research Directions

4.1. Evaluation Metrics

Different experimental designs to evaluate the quality and effects of explanations in RS can be
categorized in either offline, or online experiments. While offline experiments are generally
more accessible, they provide limited insights into the SSA [17]. In contrast, online experiments
involve real users, which makes them generally more expensive to carry out, but provide a
more realistic assessment by enabling qualitative evaluation [47]. To assess misleadingness of
explanations in a RS, we need to measure all three components, namely, factuality, faithfulness
and persuasiveness.

Misleadingness in explanations arises from a discrepancy between the OSA and SSA. There-
fore, evaluating misleadingness requires a dual approach. Firstly, we need to objectively measure
the factuality and faithfulness of the explanation’s language, ensuring it accurately reflects
the OSA. Secondly, we must assess the impact of explanations on user behavior, specifically
examining the change in acceptance of recommendations attributable to the explanations. This
helps gauge the persuasive power of the explanations and their potential to influence user
choices.

4.1.1. Offline Evaluation

Several existing offline evaluation methods are proposed for the assessment of factuality. One
approach is to use “perplexity”, which measures how unlikely it is for an LLM to produce a
given string, with lower perplexity indicating more reasonable assumptions [3]. However, the
reliability of perplexity has been criticized [3, 51]. Another option is to calculate the Mean
Explainability Precision score, which returns 1 if the entire model is explained, though it depends
on a clear definition of interpretability [52]. Future work could explore a more direct measure
of factuality, for example, in the form of a fact-checking pipeline which identifies statements
and assigns a score indicating the proportion of truthful statements.

While offline evaluation of faithfulness is inherently limited by the subjective nature
of misleadingness, some proxies have been proposed. For example, Xu et al. [43] suggest
evaluating faithfulness by measuring the overlap of key inputs between the decision model
and the explanation model. This involves focusing on the shared importance of input features
related to the output, and is particularly relevant when using a white-box trained explanation
model on a black-box RS. However, the concept of calculating the semantic similarity between
a natural language explanation and the RS output in general offers a promising direction for
future research. Another option is to use an “Explainability Score” that measures the number of
user interactions in the training dataset that support the explanation [52]. The same research
also proposes "Model Fidelity" as a metric for the alignment between an explainer model and
the explained RS algorithm [52].

Measuring persuasion offline is challenging due to its inherent psychological nature. How-
ever, recognizing that subtle changes in wording can significantly impact persuasiveness [12],
future work could involve developing a comparable multilingual benchmark to identify unfaith-
ful, persuasive, or deceptive language patterns from user studies. These insights could then be
applied in an offline manner to assess the persuasive potential of explanations.
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4.1.2. Online Evaluation

While offline methods offer valuable insights, truly understanding the user experience with
explanations in the dynamic and personalized context of RS necessitates user experiments [17].
Online experiments allow for measuring perceived values, which is essential for concepts where
objective and subjective aspects may diverge.

Prior research has explored user perceptions of explanations using methods like Likert
scales and free-form interviews. To assess the dimensions of misleadingness, researchers employ
a mix of direct questions (i.e. "Do you believe this explanation is accurate?") and behavioral
observations (i.e. measuring time spent reading the explanation or item selection). Note that
perceived transparency and trust may have a complicated relationship: Increased transparency
may, for example, foster trust in the system if the user feels less manipulated, but it may also
expose flaws in the system making the user lose trust. Additionally, there might be differences
in actual behavior versus self-reported behavior. For example, perceived persuasiveness can
be related to actual acceptance of recommendation, which can be approximated with common
engagement metrics such as CTR. However, to measure the specific impact of recommendations
on item selection, future work could explore a more targeted metric to define an “acceptance
ratio”, which measures the uplift or downlift in item selection observed after presentation of
the explanation.

4.2. Methods to Improve Factuality and Faithfulness

Based on our survey of the literature on explanation generation in the domains of LLMs, HCI
and persuasive recommendation, we identify three main categories of mitigation strategies:
prompting, interface and model-based. Table 2 provides a schematic overview of the mitigation
strategies and the areas – factuality or faithfulness – they address.

4.2.1. Prompt-based Mitigation

Prompt-based mitigation methods involve strategies designed to instruct LLMs in a way that
improves the reliability of their outputs.

A first family of methods focuses on knowledge enrichment by providing relevant informa-
tion to the context. This information can come from two different sources. A first option is
to leverage classical XAI methods, for example, SHAP [2], perturbation tests and knowledge
distillation. These methods produce factual, yet possibly complex explanations which can be
then simplified in natural language [3, 43, 53]. A preliminary survey by Mavrepis et al. [54]
reports positive effects of on both end-users as AI experts in describing classical XAI techniques
in a more effective and understandable way, with 75% of participants preferring their “x-[plAIn]”
prompting approach.

A second option is to provide external knowledge on users, items, or interactions using
knowledge graphs or techniques like Retrieval-Augmented Generation (RAG) with source
attribution [55]. For example, the Parametric Knowledge Guiding (PKG) framework integrates
domain-specific knowledge to enhance LLM factuality [56, 21]. Future work could explore how
to optimally leverage injected knowledge, as LLMs tend to prefer internal beliefs, even when
they contradict external sources [3, 57, 58].
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Another prompting approach is to validate outputs after generation. This includes self-
reflection methods, such as internal lie detection, identification of knowledge boundaries, and
using probing techniques to detect falsehoods [21, 59, 60]. In contrast, external validation
methods utilize another LLM to identify unfaithful language, block questionable content, or
generate disclaimers [27]. An external LLM can also decompose explanations into atomic
statements and verify each one using an external truth-checking API [21]. Zhang et al. [61]
found that leveraging external LLMs to assess the quality of textual explanations is a scalable
method that aligns well with human feedback, and that an ensemble of LLMs further enhances
both the accuracy and stability of the evaluation.

Another family of prompting methods focuses on transparency. Direct transparent prompting
techniques, such as chain-of-thought (CoT), can enhance the LLM’s accuracy and provide
transparency about the reasoning process to users [62, 63, 44]. Furumai et al. [64] present a
small-scale simulated user experiment following an approach that combines atomic splitting
of statements and fact-checking them using a CoT prompt, which they found to improve both
persuasiveness and factuality. However, these approaches can still yield unfaithful results
and tend to be slower and more expensive due to increased token consumption [65]. Next
to explicit prompting, confidence in the LLM’s output—defined as the average next-token
probability—offers an indirect method for estimating how confident the model is about the
explanation [21, 66, 67]. Future work could explore if confidence can be reliably improved by
setting the model’s temperature to lower values. For example, the data analytics company
Tickr reported a trade-off between higher temperature and factually correct responses [68].
The LLM’s confidence is not to be confused with the RS’s confidence in the predicted items,
which could also be leveraged to calibrate the tone of explanations, rendering less persuasive
explanations for uncertain predictions [15].

Finally, LLMs may become targets for manipulation. For example, item providers could post
reviews containing “jailbreaks” to influence the output of LLM-based review summarizers [45].
System prompts should therefore contain sufficient guard rails to ensure robustness against
adversarial attacks.

4.2.2. Interface-based Mitigation

Interface-based mitigation methods primarily aim to enhance the explanation goals of “trans-
parency” and “scrutability” by making elements visible and/or editable by the user. An often-
suggested method is to label explanations as AI-generated. However, user experiments show that
such labeling currently consistently reduces trust [69, 70]. For example, two-large scale user
experiments conducted by Wittenberg et al. [71] on AI-generated misleading information show
that adding labels decreased people’s likelihood of believing the content, although the impact of
different labels varied significantly. An alternative is to take a further step and make the prompt
visible, providing transparency to users interested in understanding the process behind the
output. Here, future work could investigate the right balance between the availability of this
information while avoiding information overload [19]. Additionally, we can draw inspiration
from the field of scrutable interfaces [72, 73]. Future research could explore natural language
interfaces that give users more control over the assumptions the system makes about them.
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Implementation Method Factuality Faithfulness Sources

Prompting

Leverage classical XAI methods X X [3]
Provide external knowledge X [3, 57, 58, 56]
Self-reflection X [4, 21]
External validation X X [27]
Transparent prompting X X [44, 63, 62, 65]
Leverage confidence X X [15]
Robustness against adversarial at-
tacks

X X [45]

Interface
Label as AI-generated X [71, 69, 70]
Make prompt visible X [19]
Scrutable interfaces X [72, 73]

Model
Boost interpretable features X [74]
Fine-tune on explainable RS set-
tings

X [75, 21, 44]

Alignment with desired behavior X X [77, 78]

Table 2
Overview of possible methods to ensure factual and faithful explanations

4.2.3. Model-based Mitigation

Thirdly, model-based mitigation approaches involve developing specialized language models,
which typically requires substantial data and computing resources. One early research direction
is the extraction and boosting of interpretable features, such as honesty, which might help align
the internal state of an LLM more closely with the system’s goals [74]. Another model-based
research direction involves fine-tuning the model on carefully selected explainable RS examples,
enabling the model to generate explanations in a more appropriate manner while recognizing
its own limitations and guardrails [75, 21, 44]. In addition to fine-tuning, alignment with desired
behavior can be achieved through techniques such as Reinforcement Learning with Human
Feedback (RLHF), or using a small set of demonstrations [76], which aims to bring the outputs
in line with normative goals [77]. However, more research on the reliability of alignment
techniques is needed, as recent studies show that LLMs can fake alignment [78].

5. Conclusion

In this paper, we examined the emerging issue of misleading explanations generated by Large
Language Models (LLMs) in recommender systems. We highlighted the potential for seemingly
plausible yet inaccurate explanations to mislead users, particularly given the persuasive capa-
bilities of LLMs. By proposing a clear terminology and drawing on research from various fields,
we aimed to provide a comprehensive understanding of the problem and identify key areas for
future exploration. Future research should develop robust evaluation metrics and mitigation
strategies to ensure that persuasive LLM-generated explanations are both factual and faithful,
fostering transparency and trustworthiness in recommender systems.
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