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Abstract 
Artificial Intelligence (AI) is reshaping healthcare by offering innovative tools for clinical decision-
making, personalized treatments, precision diagnostics, and efficient resource management. However, 
the adoption of AI poses challenges related to transparency, informed consent, and socio-economic and 
ethical sustainability. To address these issues, we present ongoing work on a general framework driven 
by Human-Centered Design (HCD) and integrating Accessible Explainable AI and sustainability. This 
framework aims to foster trust, acceptance, and equity by providing inclusive explanations tailored to 
diverse stakeholders (clinicians, patients, caregivers, and ethics committees), actively involving 
stakeholders through HCD methodologies, and designing accessible, sustainable AI solutions that 
address ethical considerations and promote equity.  
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1. Introduction 

Artificial Intelligence (AI) is rapidly transforming healthcare, offering advanced tools for clinical 
decision support, personalized treatments, and efficient resource management. AI-based 
algorithms are already demonstrating remarkable capabilities in various areas, such as analyzing 
medical images for faster and more accurate diagnoses, optimizing treatment plans in oncology, 
and predicting patient outcomes based on real-time data [4, 7]. These advances hold immense 
potential to revolutionize clinical workflows and significantly improve patient care. The urgency 
of addressing AI challenges in healthcare becomes particularly evident when we consider the 
critical need for transparency and trust. While AI-based algorithms demonstrate remarkable 
capabilities in areas like medical imaging and treatment optimization, their potential remains 
constrained by fundamental concerns about comprehensibility and user acceptance. The opacity 
of these systems poses a significant barrier, potentially undermining the very technological 
advances that promise to revolutionize clinical workflows and patient care. [5]. 
However, the integration of AI in healthcare also presents significant challenges, particularly 
regarding transparency, informed consent, and both ethical and economic sustainability. Human-
Centered Design (HCD) offers a powerful approach to address these issues. By actively involving 
stakeholders such as clinicians, patients, ethics committees, and technical experts in the design 
of AI systems, HCD ensures that these technologies are tailored to end-user needs and promote 
transparency, usability, and trust [10, 11]. The lack of transparency in AI algorithms poses 
substantial problems for both patients and clinicians. Patients may hesitate to accept treatment 

 
1Joint Proceedings of the ACM IUI Workshops 2025, March 24-27, 2025, Cagliari, Italy 

 giovanni.arras@phd.unipi.it (G. Arras); tommaso.turchi@unipi.it (T. Turchi); giuseppe.prencipe@unipi.it (G. 
Prencipe); giuseppina.sgandurra@unipi.it (G. Sgandurra)  

 
Copyright © 2025 for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0)).  

 CEUR Workshop Proceedings (CEUR-WS.org)  
 
 
 

http://ceur-ws.org/


recommendations when the reasoning behind them remains unclear, while clinicians may be 
reluctant to rely on AI-driven insights if they cannot understand the underlying logic. This opacity 
risks hindering the widespread adoption of potentially beneficial AI solutions [3, 4]. 
Accessible Explainable AI emerges as a key element to address these challenges [1, 2, 3]. By 
ensuring that algorithmic decisions are understandable to diverse user groups, Accessible XAI 
fosters trust and facilitates informed decision-making. Techniques such as LIME (Local 
Interpretable Model-Agnostic Explanations) and SHAP (SHapley Additive exPlanations) provide 
valuable methods for elucidating model mechanisms [8, 9]. However, to be truly effective in 
clinical practice, these methods often require customization to meet the specific needs and 
literacy levels of different users, including clinicians, patients, and families. Tailored explanations 
not only build trust but also contribute to sustainability by ensuring that diverse user groups, 
including those with limited health literacy, can access and benefit from AI technologies. 
Sustainability complements these efforts by addressing economic, social, and environmental 
dimensions. For instance, equitable access to AI technologies requires mitigating healthcare 
disparities [14, 15], implementing multilingual interfaces [16, 17], and adopting culturally 
sensitive design practices [18, 19]. Promoting the long-term cost-effectiveness of AI solutions 
necessitates minimizing the environmental impact of computational processes, optimizing 
resource use, and establishing partnerships that support ongoing updates and maintenance [19]. 
To achieve this level of customization and inclusivity, a Human-Centered approach is crucial. 
Human-Centred Design (HCD), through methodologies like co-design and meta-design, 
emphasizes collaborative and participatory approaches, which are especially critical in 
healthcare contexts like pediatric telerehabilitation [12, 13]. 
This paper discusses ongoing work to define a comprehensive framework that integrates 
Accessible XAI, HCD, and sustainability to holistically address these challenges in AI-based 
healthcare. Although applicable to various healthcare settings, the framework is particularly 
relevant for pediatric rehabilitation, where co-design with families, children, and clinicians is 
instrumental in developing transparent, user-friendly, and sustainable AI solutions. The next 
sections detail the ethical, practical, and socio-economic barriers to AI adoption and illustrate 
how the proposed framework can help overcome them.  by emphasizing the importance of 
designing AI solutions that are both user-friendly and ethically grounded. Building on recent 
insights [20], the framework seeks to extend co-design principles with a specific focus on 
pediatric telerehabilitation, while also incorporating sustainability considerations (economic, 
social, environmental) into the AI development lifecycle. 

2. Context and Challenges 

The integration of AI in healthcare presents a range of challenges that span ethical, practical, and 
socio-economic domains. These challenges must be carefully addressed to ensure that AI systems 
are not only effective but also equitable and widely adopted. This section explores these critical 
barriers and contextualizes their implications for the successful implementation of AI 
technologies in healthcare. Addressing these challenges proactively through a Human-Centered 
Design approach can contribute to the development of more ethical, equitable, and sustainable AI 
systems. 

2.1. Ethical Considerations 

The integration of AI in healthcare raises several ethical concerns, particularly the potential for 
bias and discrimination. AI algorithms, trained on large datasets, may inadvertently reflect and 
perpetuate societal biases present in the data, leading to unequal access to care, misdiagnoses, or 
inappropriate treatment recommendations [15, 16]. In pediatric rehabilitation, ensuring fairness 
and avoiding bias is essential, given the wide variability in developmental needs. Another ethical 
challenge is safeguarding patient autonomy and ensuring informed consent. In pediatric settings, 
children may have limited understanding of AI systems, so parents or guardians must be 



adequately informed about AI-driven interventions. Clear and accessible communication is vital 
to enable guardians to make decisions prioritizing the child’s well-being [8, 11]. Co-design 
practices can facilitate the development of mechanisms for ensuring informed consent and 
addressing ethical concerns in collaboration with ethicists, clinicians, and families. 

2.2. Practical Challenges 

Integrating AI into clinical workflows introduces practical barriers, such as clinician training and 
system interoperability. Healthcare professionals need support to effectively use AI tools, 
interpret outputs, and integrate them into decision-making [7, 10]. Ensuring interoperability with 
existing electronic health records and healthcare infrastructures adds complexity. 
Continuous monitoring and evaluation of AI systems are also crucial. As models evolve and 
encounter new data, their performance must be regularly assessed for biases or drops in 
accuracy. This is particularly important in pediatric telerehabilitation, where long-term impacts 
of AI tools are not yet fully understood [8]. 

2.3. Socio-Economic Barriers 

The development and deployment of AI technologies can be costly, potentially limiting access and 
exacerbating health disparities. In pediatric rehabilitation, where families already face financial 
burdens, affordability is crucial [12, 13]. Collaboration among policymakers, healthcare 
providers, and tech developers is needed to plan equitable distribution of AI benefits, avoiding 
new forms of inequality. Public-private partnerships and subsidized AI solutions can help ensure 
broader accessibility [10, 11]. By involving diverse stakeholders, including underserved 
communities, in the design process, participatory methods can help identify and address socio-
economic barriers to access from the outset. 

3. Our Proposed Framework 

The proposed operational framework establishes Human-Centered Design (HCD) as its 
foundational element: it informs the development of Accessible XAI Guidelines, which in turn 
contribute to achieving Sustainable AI in Healthcare. This framework provides a systematic 
approach to designing inclusive, effective, and socially responsible AI solutions. 

3.1. Main Objectives 

The framework pursues three interconnected objectives: 

1. Driving trust and transparency through HCD enhances AI system functionality by ensur-
ing explanations are both comprehensible and actionable. This transparent communi-
cation enables clinicians, patients, and families to make informed decisions [6, 8]. 

2. Fostering equity and accessibility through participatory co-design helps identify and ad-
dress barriers to adoption, such as health literacy or cultural and linguistic differences. 
The framework develops tailored solutions to these challenges, ensuring equitable dis-
tribution of AI benefits [10, 11]. 

3. Promoting sustainability by involving diverse stakeholders ensures that AI solutions ad-
dress disparities in access to technology. The framework generates multilingual inter-
faces, affordable deployment strategies, and culturally sensitive adaptations through the 
co-design process [14, 15]. 

3.2. Replicability and Ecological Validity 



To enhance the replicability of AI development processes, the framework incorporates ecological 
validity assessments. These provide structured guidelines ensuring AI technologies remain con-
textually relevant and adaptable across diverse healthcare settings. By grounding AI solutions in 
specific cultural, social, and clinical contexts, ecological validity ensures practical applicability 
and widespread acceptance. Key metrics include user satisfaction surveys, adoption rates, and 
the absence of biases in AI outputs [18, 19]. 

In pediatric telerehabilitation contexts, ecological validity involves evaluating AI system perfor-
mance in real-world clinical settings with diverse patient populations, considering factors like 
cultural background and varying levels of health literacy. 

3.3. Research Roadmap: Establishing Accessibility Guidelines 

The framework guides the development of standardized accessibility guidelines for AI systems. 
Inspired by accessibility standards in web and application design, the roadmap aims to: 

• Define accessibility benchmarks for explainability, usability, and inclusivity tailored to 
healthcare AI applications [20]. 

• Develop open resources, creating publicly available toolkits for developers, clinicians, and 
patients to co-design AI solutions [12, 13]. 

• Implement pilot programs to test these guidelines in diverse clinical environments, such 
as pediatric rehabilitation [14, 15]. 

• Iterate and scale using feedback from pilot programs to refine the guidelines. 

These guidelines will ultimately support the development of sustainable AI healthcare solutions 
by ensuring they are accessible, understandable, and beneficial to all stakeholders. 

4. Evaluating the Framework 

The effectiveness of the proposed HCD-driven framework hinges on its ability to address practical 
challenges while fostering trust, equity, and sustainability in healthcare AI. This section outlines 
the methods and metrics for evaluating the framework's impact in real-world clinical settings. 

4.1. Key Evaluation Metrics 

The evaluation framework encompasses four key dimensions: 

1. Engagement measures the diversity and active participation of stakeholders in co-design 
and validation sessions [11, 12], including tracking the number of iterative feedback cy-
cles to assess sustained collaboration [14, 15]. 

2. Acceptance is evaluated through structured surveys and qualitative feedback focusing on 
usability and relevance [13, 16], alongside monitoring adoption rates of AI tools in clinical 
workflows [17, 18]. 

3. Clinical effectiveness analyzes therapeutic outcomes, such as improved diagnosis accu-
racy and enhanced treatment efficiency [19], while assessing how AI systems influence 
clinicians' decision-making confidence and patient trust. 

4. Equity is measured through regular audits to identify and address biases in AI recommen-
dations, evaluating accessibility improvements such as multilingual interfaces and equi-
table distribution of AI benefits across socio-demographic groups. 

4.2. Validation through Pilot Studies 



The framework will undergo rigorous validation in real-world clinical settings through two main 
approaches: (i) Pediatric Rehabilitation pilots will test the framework's applicability in co-design-
ing AI tools for pediatric care, emphasizing tailored explanations and sustainable practices while 
engaging families, clinicians, and policymakers to ensure solutions align with cultural and clinical 
contexts. (ii) Broader Healthcare Applications will expand testing to other domains, such as on-
cology and chronic disease management, to evaluate the framework's scalability [18, 20]. 

4.3. Iterative Refinement and Feedback 

An iterative feedback loop will guide continuous improvement through: 

• Collection of qualitative and quantitative data through surveys, focus groups, and usa-
bility tests [15, 20]. 

• Refinement of AI solutions based on feedback, ensuring alignment with user needs and 
ecological validity [17, 19]. 

• Documentation of lessons learned to update guidelines and inform future implementa-
tions [19, 20]. 

4.4. Expected Outcomes and Impact 

Through the application of HCD principles, this framework is expected to achieve several key out-
comes: 

• Enhanced trust through transparent and tailored explanations will foster greater confi-
dence in AI systems [14, 16], strengthening informed consent and allowing better patient 
engagement in care decisions [6, 7]. 

• Improved clinical effectiveness will result from integrating Accessible XAI and HCD, sup-
porting more informed therapeutic choices and improved care pathways [8, 14]. 

• Greater equity will emerge through inclusive design, ensuring AI benefits are accessible 
to underserved populations [16, 19], addressing health literacy, cultural differences, and 
socioeconomic barriers [10, 11]. 

• Looking ahead, the framework aims to develop comprehensive guidelines based on HCD 
principles, expand interdisciplinary collaborations, and scale applications to address 
global health disparities. These objectives will strengthen the practical impact of AI while 
promoting equitable, transparent, and sustainable integration into healthcare ecosys-
tems. 

5. Discussion and Conclusions 

This paper has presented a holistic framework for designing and implementing AI systems in 
healthcare, rooted in Accessible XAI, Human-Centered Design, and Sustainability. Unlike existing 
models focusing on isolated aspects, this integrated approach offers a comprehensive solution 
reflecting the complexity of clinical environments [1, 2, 3, 4]. 
A central contribution is the framework's capacity to enhance trust and equity through Accessible 
XAI. Traditional XAI models often provide static explanations, whereas this framework 
emphasizes tailoring explanations to users' profiles [6, 7, 8]. The participatory design approach 
embedded in HCD ensures that AI solutions are developed collaboratively with stakeholders, 
addressing real-world needs [12]. 
On the sustainability front, this framework emphasizes operational longevity alongside social and 
economic dimensions. By integrating equity-focused design principles with green technologies 
and continuous updates, the framework aligns innovation with environmental and economic 



goals. While it builds on established concepts, the integrated structure and strong focus on 
inclusivity mark a significant step forward. 
Future research will focus on empirical validation in real-world clinical settings, particularly in 
pediatric rehabilitation, evaluating trust, transparency, and clinical effectiveness. Building on 
insights from Turchi et al. [20], interdisciplinary collaboration will be prioritized to refine the 
model's compliance with regulations and alignment with societal expectations. This validation 
process will expand across multiple healthcare settings to deepen clinical impact and ensure 
long-term sustainability and inclusivity. 
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